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Abstract

The folding (unfolding) pathway of ubiquitin is probed using all-atom molecular dynamics simulations. We dissect the folding pathway

using two techniques: first, we probe the folding pathway of ubiquitin by calculating the evolution of structural properties over time and

second, we identify the rate determining transition state for folding. The structural properties that we look at are hydrophobic solvent

accessible surface area (SASA) and Ca-root-mean-square deviation (rmsd). These properties on their own tell us relatively little about the

folding pathway of ubiquitin; however, when plotted against each other, they become powerful tools for dissecting ubiquitin’s folding

mechanism. Plots of Ca-rmsd against SASA serve as a phase space trajectories for the folding of ubiquitin. In this study, these plots show

that ubiquitin folds to the native state via the population of an intermediate state. This is shown by an initial hydrophobic collapse phase

followed by a second phase of secondary structure arrangement. Analysis of the structure of the intermediate state shows that it is a

collapsed species with very little secondary structure. In reconciling these observations with recent experimental data, the transition that

we observe in our simulations from the unfolded state (U) to the intermediate state (I) most likely occurs in the dead-time of the stopped

flow instrument. The folding pathway of ubiquitin is probed further by identification of the rate-determining transition state for folding.

The method used for this is essential dynamics, which utilizes a principal component analysis (PCA) on the atomic fluctuations

throughout the simulation. The five transition state structures identified in silico are in good agreement with the experimentally determined

transition state. The calculation of /-values from the structures generated in the simulations is also carried out and it shows a good

correlation with the experimentally measured values. An initial analysis of the denatured state shows that it is compact with fluctuating

regions of nonnative secondary structure. It is found that the compactness in the denatured state is due to the burial of some hydrophobic

residues. We conclude by looking at a correlation between folding kinetics and residual structure in the denatured state. A hierarchical

folding mechanism is then proposed for ubiquitin.

D 2004 Published by Elsevier B.V.
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1. Introduction and the actual folding mechanism have been addressed in
The use of computer simulations for the analysis of

protein folding pathways has been the subject of many

studies over the past 15 years [1]. Both simplified and all-

atom representations of proteins in conjunction with Monte

Carlo or molecular dynamics algorithms have given much

insight into the folding process [2]. Issues such as kineti-

cally foldable sequences, the shape of the energy landscape
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these studies.

In the investigation of which sequences will actually fold

to a unique native state, lattice models have been an

invaluable tool. Studies on a14 mer on a 2-D lattice with

two types of amino acids (hydrophobic and hydrophilic)

show that a large number of these sequences are able to fold

to compact conformations [3]. From an analysis of fully

enumerated Monte Carlo simulations, it was concluded that

the ability for a sequence to form a unique compact structure

is directly proportional to the chain length of the polypep-

tide [3].

Another factor that has been used to explain kinetic

foldability is the random energy model (REM). The REM
BIOCHE-04407; No of Pages 13
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was first derived for the description of the kinetics of spin

glasses [4]. When applied to protein folding, this model

states that in order for a sequence to fold, there must be a

substantial energy gap between native and denatured

states [5,6]. If one knows this energy gap, then the

probability of folding for a specific sequence can be

estimated. The REM gives rise to a spectrum of states,

with the denatured state containing a large number of

conformations and the native state with a significantly

smaller conformational space.

The investigation of folding kinetics and actual folding

mechanisms has also been probed using simplified models.

It has been proposed by Thirumalai and Klimov [7] that

protein folding kinetics are determined by two characteristic

temperatures, Tc and Tf, which are the collapse and folding

temperatures, respectively, of the polypeptide chain. These

parameters can be combined to give a r factor. The r factor

is a measure of how close the Tc and Tf are to each other.

Thirumalai and Klimov [7] have found a linear correspon-

dence between the folding time and r. As r increases, the

folding time increases. The r factor also gives insight into

the folding mechanism itself. For r = 0–0.3, folding is said

to be fast and takes place by a nucleation–condensation

mechanism [7]. When 0.3 < r < 0.65, the folding time is said

to be moderate and the native state is achieved via a kinetic

partitioning mechanism (KPM) [7]. The KPM showed a

fraction of the molecules folding through a nucleation-

collapse mechanism while the rest populated a stable

intermediate on the way to the native state [7]. When values

of r>0.65, the folding is extremely slow, and it is suggested

that these sequences represent those that will need chaper-

ones to fold [7].

All-atom molecular dynamics simulations have also

provided insights into the folding process. Much of the

work in this area has shown reasonable agreement to

experimental data. The simulations of Li and Daggett

have been able to reproduce experimental results for CI2

[8], barnase [9], and for FKBP12 [10]. Due to the

complexity of all atom models, the folding (unfolding)

is probed by using high temperatures to speed up the

kinetics. Li and Daggett [8,11] used high-temperature MD

simulations of CI2 to probe the unfolding of this protein

in silico. In this work, they generated four transition state

structures and found that they agreed well with experi-

mental results. Theoretical /-values were calculated by

looking at the loss of contacts upon mutation, and these

also agreed with the experimentally observed /-values
[8]. In a later study, /-values measured by calculation of

free-energy differences between wild type and mutant in

silico; utilizing free-energy perturbation techniques also

seemed to agree with experimental results [12]. Ladurner

et al. [13] were also able to identify unfavorable inter-

actions in the transition state. When these interactions

were removed by mutation, the experimentally determined

refolding rates were actually faster than for the wild-type

protein.
So what are the in silico techniques that we can use to

identify the transition state from all-atom protein unfolding

simulations? It is difficult to identify the transition state

energetically in high-temperature simulations, so structural

methods of identification must be employed. Kazmirski et

al. [14] have used several techniques, based on the dynamics

of the polypeptide chain, to identify the transition state.

Another method to identify the transition state was used

by Pande and Rokhsar [15]. In their thermal denaturation

simulations of a h-hairpin fragment, they identified candi-

date transition state structures by looking at major struc-

tural changes and at corresponding spikes in the heat

capacity profile [15]. They take these putative transition

states and simulate at lower temperatures. In theory, a

transition state structure should fold to the native state with

a probability p = 0.5 [16]. They calculate this p value by

carrying out hundreds of simulations on the candidate

structures [15]. This method is feasible for small systems;

however, for larger proteins carrying out hundreds of

simulations on robust, all-atom models becomes computa-

tionally expensive.

While the work of Daggett and co-workers reproduces

experimental data well, it gives very little insight into the

shape of the potential energy surface (PES). The structure

and orientation of a molecule is determined by the topology

of its PES. For a simple system with well-defined inter-

actions, the calculation of the PES, though intellectually

challenging, can be carried out to a high degree of accuracy

[17,18]. However, for systems with many degrees of free-

dom, transient interactions and complicated reaction kinet-

ics, the determination of an energy surface is nontrivial.

Such is the case for proteins.

A statistical description of the energy surface has been

developed through the use of analytical theories of phase

transitions and disordered systems. This view has been

further investigated by the simulation of simplified homo-

polymers and random heteropolymers [19]. Based on these

studies, the shape of a protein’s PES is said to be a rugged

funnel biased toward its basin, which represents the native

state. While these theories are abstract in nature, propo-

nents of the folding funnel have made an effort to relate

their ideas to experimental data on fast folding proteins

[20].

Methods to generate representations of the energy sur-

face for all-atom models have been developed by Shea and

Brooks III [1]. They utilize molecular dynamics algorithms

to carry out thermal denaturation of all-atom models. From

these thermal denaturations, they generate various nonnative

conformations of the protein in question. These conforma-

tions are binned into coordinate space to generate initial

conditions. These initial conditions are used to carry out

further biased sampling of these nonnative conformations at

298 K. From these room temperature simulations, the free

energy of the conformation is calculated as a function of the

spatial coordinates. The calculated free energies of each

conformation are then projected onto coordinate space to
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give elegant free-energy representations of the protein. The

coordinates onto which the free energy is projected repre-

sent progress variables that can be used to monitor the

folding reaction. The coordinates used in these studies are

the number of native contacts (N) and the radius of

gyration (Rg). The folding mechanism can then be deter-

mined for this free energy surface. Proteins with mainly

local contacts such as all helical proteins are expected to

have diagonal profiles in N and Rg space which represent

simultaneous collapse and formation of native structure

[1]. However, proteins with more long-range interactions

such as h-sheet containing proteins show more of an L-

shaped free-energy profile which represents two distinct

kinetic phases, one for collapse and the other for rear-

rangement to the native state [1].

This work describes thermal denaturation studies of

ubiquitin, a 76 residue mixed a/h protein which has a h-
grasp fold. The structure of ubiquitin is shown in Fig. 1A

[21]. The folding of ubiquitin has been under heated

debate by many experimentalists in the folding commu-

nity. The initial experiments by Khorasanizadeh et al.

[22] showed that ubiquitin folded through a burst-phase

intermediate. However, this claim has been refuted by the

recent work of Krantz and Sosnick [23] who have

attributed the extra phase to instrumental limitations. It

was concluded that the folding of this protein was two

state. However, recent experiments in this laboratory have

shown that an intermediate state of ubiquitin can be

populated under certain conditions [56]. It is possible

that this intermediate is a metastable burst-phase interme-

diate that is populated during the dead time of the

stopped-flow instrument.

In this paper, further evidence is provided that ubiquitin

folds via the population of an intermediate state. Our

simulations show folding with an initial collapse of the

polypeptide chain and then rearrangement to the final

folded structure. This is shown by plots of the hydrophobic

solvent accessible surface area (SASA) against the Ca-

root-mean-square deviation (rmsd) over the time course of

the simulation.
Fig. 1. (A) Crystal structure of ubiquitin. (B) Structure of ubiquitin after 500

ps of native state simulation.
The folding pathway is then probed further by the

identification of the rate-determining transition state. In

this study, we adopt a new strategy for identifying the

transition state. Essential dynamics is a method that was

developed to analyze native state simulations of proteins

[24]. This method utilizes principal component analysis

(PCA) on the actual coordinates of the system and thus

gives the essential motion of the protein in phase space.

The identification of the transition state from essential

dynamics is more accurate than just looking at the

variation of several structural properties. This is due to

the fact that only the important motion of the protein

through phase space is considered. The transition states,

which we will call the transition state ensemble (TSE),

that we identify for the 76-residue protein ubiquitin

through this method, are in good agreement with the

experimentally mapped transition state [57]. This study

shows that essential dynamics is not just useful for the

analysis of native state simulations but can be an invalu-

able tool for the identification of transition state structures

from thermal denaturation reactions.
2. Materials and methods

All simulations were carried out using the GROMOS 96

force field [52] within the GROMACS software package

[53]. The native state simulations were carried out at 298 K

while the thermal denaturations were carried out at 500 K.

Both were done at a constant pressure of 1 atm. Electrostatics

were dealt with using a 8-Å coulombic cut-off.

The native-state simulations were run for 2 ns and the

thermal denaturations were run for 2.5 ns, except in one

case, where it was run for 3.0 ns. Six of the denaturations

were run from a structure, generated from the native state

ensemble. While one was run from the crystal structure

(1UBQ) [21], each structure was fully solvated with SPC

water [54] in a cube with an edge length of 20 Å. The

structures were equilibrated in two steps: first, the struc-

tures were energy-minimized using steepest descents for

1000 steps for each of the native state simulations, and

second, a position-restrained MD run was carried out,

which holds the protein atoms fixed and allows the solvent

to equilibrate around the solute. With the thermal denatur-

ation simulations, energy minimizations were varied be-

tween 200 and 1000 steps to ensure sampling of the native

state ensemble.

The atoms in the system were given initial velocities

according to a Maxwellian distribution. The system was

allowed to evolve according to Newton’s equations of

motion, with the equations being integrated every 2 fs using

the Verlet algorithm. The progress of the simulations was

monitored by calculating several structural parameters over

time: Ca-rmsd (root-mean-square deviation), radius of gy-

ration (Rg) and hydrophobic solvent accessible surface area

(SASA).
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Each of these structural properties was calculated

within the software package GROMACS. The Ca-rmsd

is calculated by using a least-squares fitting routine which

calculates the fluctuation in this structural property over

time. This can be expressed in the following equation:

RMSD t1; t2ð Þ ¼ 1

N

XN
i¼1

ðriðt1Þ � riðt2ÞÞ2
" #1

2

ð1Þ

where t2 = 0 is the time of the reference structure (usually

the starting structure for the simulation), t1 is the partic-

ular time point in the simulation, ri is the position of

atom i at the specified time and N is the number of

atoms being considered. For example, in a 76-residue

protein, there are 76 a carbons, so N = 76.

The radius of gyration Rg is defined in polymer

physics as the root-mean-square distance of the collection

of atoms from their common center of mass. The radius

of gyration is calculated using a center of mass weighted

equation:

Rg ¼
P

i r
2
i miP

i miri

� �
ð2Þ

where mi is the mass of atom i and ri is the position of

atom i with respect to the center of mass of the

molecule.

SASA is calculated by using a circular probe that is 1.4 Å

in diameter. The probe is rolled around the surface of the

molecule and the accessible surface area is calculated.

2.1. Calculation of principal components

The calculation of the eigenvectors and eigenvalues,

and their projection along the first two principal compo-

nents, was carried out according to protocol of Amadei et

al. [24] within the GROMACS software package. This

method divides the conformational space of the protein

into two subspaces, an essential subspace and a nonessen-

tial, physically constrained subspace. The essential sub-

space is described by the unconstrained, anharmonic

motion of the positional fluctuation of the atoms. The

motion in the remaining subspace is defined by a narrow

Gaussian distribution.

The first step in essential dynamics is the generation of

nonmass weighted coordinate matrix. For an N atom system,

this will be 3N� 3N matrix which we will call A. The

covariance matrix of A, which we will call C, is defined by

the following equation:

C ¼ AT A ð3Þ

where T is the transpose of the matrix. The transpose is

found by exchanging the rows and columns of a matrix. The
eigenvectors of the covariance matrix are the principal

components. This then turns into a simple eigenvalue

problem:

Cx ¼ kx ð4Þ

where k is the eigenvalue associated with the eigenvector x.

For an N atom system, there are 3N eigenvectors and

associated eigenvalues. Eq. (4) can be simplified to the

following:

ðC � kIÞx ¼ 0 ð5Þ

where I is the identity matrix. A solution to Eq. (5) can

be obtained by taking the determinant of the term in

parenthesis and setting it to equal to zero. This will

involve the expansion of a large polynomial. While this

technique might be straightforward, it can be computa-

tionally expensive for larger systems. A much more

desirable technique is to use matrix diagonalization. The

diagonal matrix, D, of the covariance matrix is defined

by the following:

D ¼ U�1CU ð6Þ

The matrix U contains the eigenvectors and D is a

matrix of the corresponding eigenvalues. The eigenvector

with the highest eigenvalue is considered the first principal

component, the eigenvector with the second highest eigen-

value is considered the second principal component and so

on. It has been shown that the majority of the motion for

proteins can be accounted for in the first two principal

components [24]. The dynamics of a protein can thus be

analyzed by projecting its atomic motion during a MD

simulation onto its first two principal components. Essen-

tial dynamics is a powerful tool for monitoring protein

dynamics in phase space because the observed motion is

unconstrained and represents the atomic fluctuations of the

protein.

2.2. Identification of the transition state ensemble from

projections

Identification and analysis of the transition state and

denatured state was carried out on five out of the seven

simulations. The transition state ensemble was identified

using the reasoning of Kazmirski et al. [14]. Kazmirski et

al. [14] define the region just before the first major

structural change as the transition state. The reason

behind this is that, for a process where the enthalpy

increases and the entropy changes very little, a high free-

energy barrier is produced [14]. As such, we choose three

structures from each simulation that occur in the tran-

siently populated region just before the native state

cluster (see plot in Fig. 5). It is interesting to note that
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Fig. 2. Evolution of structural properties over time during the course of the

simulation: (A) Ca-rmsd; (B) Radius of gyration; (C) Hydrophobic Solvent

accessible surface area.
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this transiently populated region occurs in all five simu-

lations where the transition state was analysed. Three

putative transition state structures were generated for each

of the simulations for a total of 15 structures which

comprise the transition state ensemble. Five representative

structures from the transition state ensemble are shown in

Fig. 6.

2.3. Identification of the denatured state ensemble

The denatured state ensemble was identified from plots

in Fig. 3. Clustering occurs at high values of SASA and

rmsd (see Fig. 3). These clusters occur at the end points of

each of the simulations and represent the denatured state.

We pick 6 structures from this denatured state cluster for

each simulation, for a total of 30 structures that comprise the

denatured state ensemble. Five representative structures of

the denatured state ensemble are shown in Fig. 7. The

quantification of the transition state ensemble and the

denatured state ensemble, described below, represents aver-

age calculations over 15 structures and 30 structures,

respectively.

2.4. Calculation of SASA and z-values

The percentage of solvent accessible surface area

(%SASA) of the various structures was calculated using

the program GETAREA 1.1 [55]. We define z-values as a

measure of the difference in SASA between the folded and

the unfolded state (zU� F) and the folded state and the

transition state (zz � F). These were calculated per residue

using the following equations:

zU�F ¼ %SASAU�%SASAF ð7Þ

zz�F
¼ %SASAz�%SASAF ð8Þ

where %SASAU and %SASAF are the %SASA in the

unfolded and folded state, respectively, and %SASAz is this

value in the transition state ensemble. The final values

obtained for zU� F and zz � F are obtained by averaging of

30 unfolded state and 15 transition state structures, respec-

tively. The value for %SASAF is obtained by averaging the

values for the crystal structure and the structure generated at

500 ps of native state simulation.

2.5. Calculation of /-values from simulations

The calculation of /-values from the simulation was

carried out using the method of Li and Daggett [8]. This

method involves taking the ratio of the number of contacts

in the transition state to the number of contacts in the native

state. This is done per residue (with the exception of glycine

residues). This procedure was carried out for all 15 struc-

tures in the transition state ensemble, and then averaged.
3. Results

Seven thermal denaturation simulations were carried out

at 500 K. One simulation was carried out from the crystal

structure of ubiquitin (1UBQ) [21], see Fig. 1A, while the

remaining six were run from a structure generated after 500

ps of native state simulation (i.e., at 298 K), see Fig. 1B.

The average rmsd for the native state simulations does not

deviate greater than 2.5 Å from the crystal structure (data

not shown). This is slightly greater than the value obtained

by Alonso and Daggett [25]; however, they omit some of

the C-terminal residues in their calculation, which tend to

have large rmsd fluctuations. Fig. 2A illustrates the changes

rmsd over time for four of the thermal denaturations. In all

cases, a significant change in rmsd ranging form 6–10 Å
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Fig. 3. Phase space trajectories for the folding of ubiquitin. (A) Diagonal

profile representing two-state kinetics. (B) L-shaped profile, which is

observed for six out of the seven simulations, indicates the population of an

intermediate state.

Fig. 4. Representative structures of the intermediate state populated on

ubiquitin’s folding pathway.
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occurs by the end of the simulation. The native state

simulation stays within 2 Å of the crystal structure (data

not shown), which is in agreement with the native state

simulations carried out by Daggett et al. [25]

Fig. 2B shows a plot of Rg against time for one

simulation. The plots for the other simulations are not

shown because they are similar and they fluctuate around

the native value of 12 Å. Based on rmsd, the native

structure has been lost; however, the unfolded state is still

compact as measured by Rg. A simulation carried out for

twice as long (i.e., 5000 ps) also shows that the Rg

fluctuates around 12 Å (data not shown). The implications

of these results are discussed later.

In Fig. 2C, a representative plot of SASA against time is

shown; this profile shows a cooperative transition, from the

native state, in which most of the hydrophobic surface area

is buried, to an unfolded ensemble which has significant

amount of hydrophobic surface area exposed to solvent.

This cooperative transition is observed for the six other

simulations.

The plots generated in the previous section are a good

indicator of the progress of the actual simulation. However,

they tell us very little about the global folding (unfolding). It

is difficult to gain knowledge about a possible folding

mechanism from these plots. Monitoring how structural

elements vary concurrently over time, however, will give
us an idea of the kinetics of the system, as long as the

properties monitored probe different structural features. In

simulations of CI2, Lazaridis and Karplus [26] plot Rg

against rmsd. This works well for analyzing the folding of

CI2; however, for a system like ubiquitin, these plots would

not be effective because Rg does not change throughout the

course of the denaturations.

Instead we choose to monitor the change in SASA with

rmsd. These two properties probe different structural features

of the polypeptide. SASA looks at how the hydrophobic core

evolves with time while rmsd looks at backbone dynamics.

Essentially, we have probes for tertiary and secondary

structure. Two plots of SASA against rmsd are shown in

Fig. 3, which were calculated from two different simulations.

The plot in Fig. 3B has an L-shaped profile which is

observed in six out of the seven simulations. However, the

plot in Fig. 3A seems to have more of a diagonal movement

in SASA and Ca-rmsd space. This type of diagonal profile is

observed in only one of the simulations.

Another interesting feature of these plots are the clusters

that appear. The clusters represent stable states that are

populated on the folding pathway. The first cluster in each

plot represents the native state, while the final cluster

populated at high values of SASA and rmsd is attributed

to the denatured state ensemble. The first cluster populated

at the bottom of the L shape represents an intermediate state,

see Fig. 3B. Structures corresponding to this cluster were

generated in order to investigate the properties of this

intermediate state. Four representative structures from the

intermediate state ensemble are shown in Fig. 4.
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Fig. 5. Projection of the motion of ubiquitin during a thermal denaturation

onto its first two principal components for atomic motion. The cluster

corresponding to the native state is marked with the letter N. The region

corresponding to the transition state is represented by the z symbol.
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The plot in Fig. 5 shows the motion of ubiquitin in phase

space during a thermal denaturation simulation, projected

along its first two principal components for atomic motion.
Fig. 6. The rate determining transition state ensemble for the folding of

ubiquitin.
Plots like these were generated for four other simulations

(data not shown). All plots have a cluster corresponding to

the native state, with a transiently populated area, which

corresponds to the transition state. The transition states are

identified as points just before population of the native state

cluster.

Fig. 6 shows the structures of five representative transi-

tion states from the transition state ensemble. The five

transition state structures are all slightly different; however,

the one unifying feature is that h-1 and h-2 are structured in

each. This is in good agreement with the experimental /-
values. The helix is partially formed in TS1, 3, 4 and 5,

which is also in agreement with experimental results (TS1

represents a transition state structure generated from simu-

lation 1, etc.).

Fig. 7 shows five representations of the denatured state.

The structures are all relatively compact in agreement with

calculated radius of gyration data. However, the native

structure is lost as shown by high values of rmsd and

SASA. The denatured state ensemble has varying degrees

of residual structure. In D1 and D2, h-3 and h-4 are almost

native-like and are interacting with each other. In D3,
Fig. 7. The denatured state ensemble of ubiquitin.
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nonnative interactions seem to be present between h-1 and

h-3. In D4, there is nonnative helical structure and a small

amount of structure for h-3 and h-4. In D5, there is very

little h structure, but there is some nonnative helical

structure.

Fig. 8 shows plots of calculated zU� F and zz � F for

each residue averaged over the five simulations. These

values represent the change in percent solvent accessible

surface area between the folded and unfolded state (zU� F)

and between the folded state and the transition state

(zz � F). These values are calculated using Eqs. (7) and

(8) in the methods section. From the plots in Fig. 8B, one

can identify nonnative interactions in the transition state.

These can be defined as residues with negative z-values,

which would indicate that they are actually more buried in

the transition state than they are in the native state. Note

that this is the case with Asn 60 and with Gln 62. Another

interesting point about the TSE is that residues 5 and 7

(Val and Leu) are nearly as buried in the TSE as they are

in the native state.

The plots in Fig. 8 give us a profile of the types of

interactions present in both the denatured state and the

transition state ensembles. In the denatured state ensemble,

nearly half the residues are as buried or more buried in the

denatured state as they are in the native state. Most of

these amino acids are hydrophobic, indicating that the
Fig. 8. Plot of zU– F (A) and zz – F (B) values against residue number

averaged over five simulations.

 

Fig. 9. (A) /-values calculated from the simulations. (B) Correlation

between /exp and /sim. (C) Correlation between /exp and /sim with three of

the /-values removed.
denatured state is stabilized by nonspecific hydrophobic

interactions.

To make more direct comparisons between experiment

and theory, /-values were calculated from simulations

(/sim) as described in the methods section. These results

are presented in Fig. 9. In Fig. 9A, one can see the /sim-

values are high in the N-terminal region of the protein and

generally low in the C-terminal region, which is in good

agreement with the experimental data [57]. However, when

plotted against the experimental /-values (/exp) in Fig.

9B, a poor correlation is observed (R = 0.09). When three

of the /-values are removed, there is a much stronger

correlation between experiment and simulation (R = 0.81).

The significance of these results is mentioned in the

discussion.
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4. Discussion

It is best to describe the plots in Fig. 3 as phase space

trajectories for the folding of ubiquitin. They give insight

into the folding mechanism while at the same time, they

show stable states populated on the pathway. These stable

states are represented by clusters in the plots of rmsd vs.

SASA. How do these plots differ from those presented by

Shea and Brooks III [1]? Those plots are projections of the

potential of mean force onto structural space, while our plots

are direct probes of structural space; that is, how does one

structural quantity (rmsd) vary with another (SASA)? Shea

and Brooks [1] have been able to gain information about the

folding pathway of the proteins studied by their biased

sampling method. In these cases, two-state folders show a

more diagonal shape representing simultaneous collapse of

the chain and the formation of native structure. Proteins with

multistate kinetics would exhibit an L-shaped free-energy

profile, indicating that the collapse of the chain and the

formation of the final native state are two distinct steps.

In our simulations of ubiquitin, trajectories in phase

space (Fig. 3) give us insight into the folding kinetics of

ubiquitin. When one looks at rmsd and SASA, two distinct

elements of structure are probed. Chain collapse can be

monitored by looking at the evolution of SASA over time,

while formation of native structure can be probed by

monitoring rmsd. These quantities, when plotted together,

provide a powerful tool for gaining insights into the folding

pathway. Plots with a diagonal profile in SASA and rmsd

space show that folding takes place with two-state kinetics,

while plots which show an L-shaped profile indicate a

multistate folding process. This can be likened to the r
factor of Thirumalai and Klimov [7], which measures how

close chain collapse and folding are to each other.

Another interesting feature of these plots are the clusters

that seem to emerge in these profiles. We define clusters in

the SASA–rmsd space as stable states along the folding

pathway. Clusters arise due to smaller than the mean

fluctuations in rmsd and SASA during the course of the

simulations. These small fluctuations must be due to stabi-

lizing interactions which cause these small changes in the

structural parameters. From these clusters in structural

space, it is evident that stable states are populated on the

folding pathway. We can gain insight into the kinetics of the

system, and therefore, these plots can be likened to kinetic

profiles for the folding of ubiquitin.

Now that we have generated these profiles, what infor-

mation can we gain from these plots? In six out of the seven

simulations, we see an L-shaped profile in SASA–rmsd

space. As stated earlier, this is indicative of a noncoopera-

tive folding process. One can even say that this shows

multistate kinetics, with an initial collapse of the polypep-

tide chain representing the first phase and the formation of

the native state as the second phase. This tells us that

ubiquitin folds via the population of an intermediate state

that is almost as collapsed as the native state. Further
evidence for the population of stable, substructured phases

is present in the clusters that appear in the profiles. The

structure of the intermediate is shown in Fig. 4. While the

secondary structure seems to fluctuate throughout the en-

semble, the one unifying feature is the degree of collapse of

the structures. After the population of the intermediate, there

is no rearrangement of the hydrophobic core. There is the

formation of more secondary structural elements followed

by relaxation of SASA to the native state value.

How can we reconcile these plots with experimental

data? The initial collapse of the hydrophobic core that

occurs is observed in six out of the seven simulations; most

likely, they occur too quickly to be detected experimentally

by conventional stopped-flow techniques. Recent experi-

ments show that a burst phase is present in the folding

kinetics of ubiquitin [56]. It has also been shown that it is

possible to stabilize an intermediate state of ubiquitin under

certain experimental conditions [56]. This indicates the

presence of a relatively low energy intermediate state on

the ubiquitin energy surface. The data from both experiment

and theory provide strong evidence that the folding of

ubiquitin is not robustly two state.

Simulations of ubiquitin using a pathway-generator

algorithm seem to show apparent two-state kinetics [27].

However, these simulations are carried out on a coarse-

grained model with implicit solvent. The simulations

mainly probe structure by looking at backbone dynamics

and hydrogen bond formation. Very little information

about tertiary interactions can be gained from this work.

Further simulations on an off-lattice model of ubiquitin

seem to show a similar model of folding that we present

here [28]. In this case, they observe that ubiquitin folds via

the population of a collapsed intermediate state with little

secondary structure [28]. All-atom Monte Carlo simula-

tions of protein G which has an ubiquitin-like fold also

show multistate kinetics with the population of a collapsed

intermediate state [29]. Alonso and Daggett [25] generated

nonnative conformations of ubiquitin using high-tempera-

ture, all-atom molecular dynamics simulations. In these

simulations, they also observe a hydrophobic collapse

phase when they quench the simulations to lower temper-

atures; however, they do not identify putative transition

state structures [25].

4.1. Analysis of the rate-determining transition state

The transition state ensemble identified from essential

dynamics is in good agreement with the experimentally

mapped transition state [57]. The highest experimental /-
values are found in the first 28 residues of the protein,

indicating that both h-1 and h-2 and part of the a-helix is

structured in the transition state. This is, in general, true for

the transition state ensemble generated from each simulation

as can be seen in Fig. 6.

In the experimental study of ubiquitin, of the 20 /-values
calculated, 8 have values greater than 0.5, indicating that
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these regions are structured in the transition state. Of these

eight, six (Val5, Thr7, Leu15, Val17, Thr22 and Ile 23)

probe the formation of the hydrophobic core and one probes

helix formation (mutation of the solvent exposed Ala 28)

[57]. The /-values for the hydrophobic core residues, in the

N-terminal region of the protein, range between 0.5 and 0.7

and the /-value probing helix formation is 1. The behavior

of these residues in the TSE, generated from the simula-

tions, is consistent with the experimental results. As stated

in the previous section, residues 5 and 7 are nearly as buried

in the TSE as they are in the native state, and they have /-
values of 0.5 and 0.7, respectively. Residues 15, 17, 22 and

23 are not consistently buried throughout the ensemble but

rather fluctuate from being buried to being exposed. Using

both experimental and computational evidence, we can say

that residues 5 and 7 are important residues for the folding

of ubiquitin and that partial formation of the a-helix is also

important in the rate-determining step. In the TSE generated

by simulation, the partially formed helix does not interact

with h-1 and h-2 to a great extent. However, in three out of

the five simulated transition states, Ile 23, which resides at

the N-terminal end of the helix, is interacting with the

hydrophobic core. This is in general agreement with the

experimental data. In Fig. 10, the folding pathway is shown.

In order to further analyze the structure of the simulated

transition state, /-values were calculated for the putative

transition state using the method of Li and Daggett [8]. The
Fig. 10. The folding pathway of ubiquitin starting from the denatured state (D) goin

state (N).
simulated transition states were used to calculate /-values
and to compare experimental data. This is summarized in

Fig. 9A. In general, the simulated /-values are in good

agreement with the experimental values; high /-values are
expected in the C-terminus and low values are expected in

the N-terminus. However, simulations show some high /-
values in the N-terminus, residues 67 and 69, which show

/-values of near zero experimentally. The lack of correla-

tion between the experimental and computational /-values
for residues 67 and 69 is most likely because the N-terminal

region of ubiquitin is disordered. Alonso and Daggett [25]

have removed N-terminal residues in their simulations of

ubiquitin. Residue 21 also shows a /-value of 1 experi-

mentally, but in silico, it has a low /-value. This is due to

the fact that the experimental mutation (Asp to Ala) probes

hydrogen bond formation and the technique of Li and

Daggett does not account for this. The correlation between

experimental /-values and simulated /-values is shown in

Fig. 9B and C. In Fig. 9B, one can see there is very little

correlation (R = 0.09); however, when we remove the /-
values for residues 21, 67 and 69, the correlation increases

dramatically (R = 0.81). The simulated transition states are

in good agreement with the experimental transition state

and therefore provide a validation of the computational

methods used in this study.

Ubiquitin folds via the initial population of a collapsed

intermediate state that has very little but some fluctuating
g to the intermediate (I), to the transition state (TS) and finally to the native
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Table 1

List of proteins whose folding kinetics and residual structure have been

determined

Protein Residual structure

in denatured state

Kinetics

CI2 no [38] two-state [40]

Barnase yes [39] multistate [34]

Staph nuclease yes [41] multistate [42]

WW domains no [43] two-state [43]

Lysozyme yes [44] multistate [45]

Barstar yes [46] multistate [47]

Fibronectin type III no [48] two-state [49]

Protein G yes [50] multistate [51]
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secondary structure. Secondary structure then becomes

consolidated in the transition state. The secondary structure

continues to grow to the native structure. After the second-

ary structure formation, there is a final, small rearrangement

of the hydrophobic core to give the native state.

The TSE for ubiquitin mapped by both experiment and

simulation shows that ubiquitin does not fold by a strict

nucleation–condensation mechanism [31]. CI2, which folds

by a nucleation–condensation mechanism, has a gradient of

/-values which indicates that its folding nucleus is stabi-

lized by long-range interactions [32,33]. The TSE for CI2 is,

therefore, an expanded form of the native state with some

fraying of the h structure. The /-values for ubiquitin

measured outside the first 30 residues are either zero or

close to zero, indicating this region of the protein is largely

unstructured in the TSE. The TSE for ubiquitin has some

native-like structure but it cannot be considered an expand-

ed form of the native state (see Fig. 6).

The TSE for ubiquitin is more closely related to that of

barnase. This protein exhibits high /-values in certain

regions, with /-values of zero outside of these regions

[34]. This is similar to the pattern of /-values observed

for ubiquitin. This pattern of /-values is reasoned by Fersht

and Daggett [35], to allow for a noncooperative folding

mechanism. Barnase folds noncooperatively by parts, in a

hierarchical fashion [30] rather than in one concerted step,

which is indicative of the two-state mechanism observed for

CI2. This pattern of /-values would indicate multistate

kinetics for ubiquitin.

The denatured state ensemble for ubiquitin shows flick-

ering native and nonnative regions of secondary structure.

The calculation of z-values per residue indicates that a large

fraction of residues is buried in the denatured state. This

contributes to the low Rg of the denatured state. The

expected Rg for a 76-residue random coil is about 30 Å

[36]. It has been shown that the stability and compactness of

the denatured state ensemble for ribonuclease Sa can be

influenced by electrostatic interactions [37]. However, for

ubiquitin, there are no charged residues buried in the

denatured state. This seems to indicate that the compactness

of the denatured state is due to the clustering of hydrophobic

residues. This is currently under investigation experimen-

tally using NMR spectroscopy.

The denatured state of CI2 has been studied both by

NMR and simulation [38]. In contrast to the simulated

denatured state of ubiquitin, CI2 has an expanded dena-

tured state, with very little residual structure. The simu-

lations show a 40% increase in the Rg for CI2 upon

unfolding, compared with only a very slight increase for

ubiquitin. The denatured state of CI2 is close to a random

coil, whereas that of ubiquitin is more aptly described as

a relatively compact globule stabilized by hydrophobic

interactions.

The denatured state of barnase has also been studied

using both experiment and theory [39]. These studies

suggest that it has a compact denatured state with flickering
regions of native structure and a region of nonnative helical

structure. This is quite similar to the simulated denatured

state of ubiquitin characterized here. The similarity between

the denatured states of both proteins may give us some

insight into the folding kinetics of ubiquitin because barnase

also folds with multistate kinetics. Residual structure in the

denatured state maybe a prerequisite for the observation of

three-state folding kinetics. To investigate this correlation

further, and see whether this is a general phenomenon, the

properties of the denatured state of proteins and their kinetic

models were studied (see Table 1). This strongly suggests

that proteins, which have significant residual structure in

their denatured states, will populate intermediate states on

their folding pathways.
5. Conclusions

In this work, we have shown that by monitoring the

simultaneous evolution of distinct structural probes over

time, much information can be gained about the folding

process. By plotting these distinct parameters against each

other, it is possible to gain insight into folding kinetics. This

study has shown that the folding of ubiquitin is a multiphase

process, consisting of an initial collapse of the polypeptide

chain and of a fine structural rearrangement to the native

state. The initial phase most likely occurs within the dead

time of conventional stopped-flow instruments and therefore

cannot be measured experimentally.

The folding pathway of this protein was probed further

by identifying the rate-determining TSE. The TSE was

identified using essential dynamics which looks at the

important or essential motions of proteins in phase space.

The simulated TSE is in good agreement with the experi-

mental studies and comparisons with the TSE for barnase;

and CI2 have given us insights into the folding mechanism

for ubiquitin. The simulated denatured state for ubiquitin

was also analyzed and compared with other proteins. This

analysis seems to indicate that ubiquitin folds with multi-

state kinetics in a noncooperative manner. There is also a

strong correlation which indicates that proteins with residual

structure in the denatured state fold with multistate kinetics.

The data presented in this paper gives ample evidence that
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the description of the ubiquitin folding pathway using a two-

state model is inadequate.
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